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The Western concept of risk is “a relatively novel phenomenon, seeping into Eu-
ropean languages in the last 400 years,” writes Gabe Mythen (2004), though 
there is no clear consensus about the term’s etymology (p. 13). Among other 
meanings, scholars have traced risk to the Arabic word risq associated with wealth 
and fortune and to the Latin word riscus as referencing a slippery place or a steep 
rock or cliff that sailors must look out for in uncharted waters. Over the past few 
centuries, risk was increasingly quantified to measure possible outcomes in areas 
such as insurance and finance, where it was tied to probability more than uncer-
tainty (Mythen, 2004, p. 13). Although technical and professional communication 
(TPC) scholars have continued to explore and dimensionalize the relationship 
between risk and uncertainty (Sauer, 2002; Walsh & Walker, 2016), this distinc-
tion has become blurred in the common contemporary understanding of risks as 
anticipated and uncertain dangers or threats.

By the late 20th century, “the term ‘risk’ obtained a pervasive and even intru-
sive presence in almost all institutionalized discursive fields in modern western 
societies” (van Loon, 2002, p. 5). A range of institutional efforts—such as govern-
ment agencies, laws and regulations, and consulting firms—have been formed to 
predict, prepare for, and manage risks, particularly environmental, public health, 
and medical ones. Such efforts generated the modern field of risk analysis, which 
Alonzo Plough and Sheldon Krimsky (1987) described as “concerned primarily 
with predicting or quantifying the risks of ‘scientifically identified hazards’” (p. 5). 
They added that risk analysis and management, as informed by decision science 
(developed in World War II), faced the challenge of connecting “the assessment of 
risk” to “political decisions concerning the types, levels, and distribution of risk [and 
resources to address it] acceptable to a society” (Plough & Krimsky, 1987, p. 5).

Although risk communication has been a more prevalent thread of research 
in communication studies (including health communication) and cognitive psy-
chology (Reamer, 2015), it has become “an increasingly important aspect of the 
work of both technical experts and professional communicators” (Waddell, 1995, 
p. 1). We can track our field’s engagement with risk communication along a gener-
al trajectory that moves from more narrowly technical, to rhetorical and social, and 
then to cultural, material, and political attention to risk communication, and that 
expands our notions of technical risk communicators’ roles and responsibilities.

Risk communication was born from the need to convey to the public and oth-
er stakeholders levels of risks and their significance, and to gain cooperation with 
“decisions, actions or policies aimed at managing or controlling such risks” (see 
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the definition by Covello et al., 1988, p. 112). It was also born from the growing 
recognition of a disconnect between expert and public conceptions of risk, and a 
growing distrust in risk management authorities, exigencies that several scholars 
have linked to the environmental advocacy movement that began in the 1960s 
(see Grabill & Simmons, 1998). Steven B. Katz and Carolyn R. Miller (1996) 
argued that the initial goal of risk communication was “‘correcting’ the public’s 
‘risk perceptions’ so they would better match the ‘risk analyses’ made by experts’’ 
(p. 116). This goal has been critiqued by risk communication scholars, including 
those in TPC, as grounded in a technocratic model characterized by an over-
valuation of expert risk determination and assessment, the one-way transmittal 
of information from expert to public, and an assumption that public questioning 
of expert risk information is grounded in irrationality and must be corrected (see 
Katz & Miller, 1996; Rowan, 1994; Waddell, 1995).

Starting in the 1980s, strictly technocratic approaches to risk assessment and 
communication gave way to a broader engagement of psychological and social con-
siderations for bridging the expert-public divide, as evidenced by discussions of 
trust, motivations, values, and experiences, and by research on risk perception and 
the social amplification of risk (McComas, 2006; Powell & Leiss, 1997). This shift 
was accompanied by a recognition of risk as socially and rhetorically constructed 
(see Field-Springer & Striley, 2014; Hilyard, 2014), and by more social and participa-
tory models of risk communication. In concert with this shift, Plough and Krimsky 
(1987) advocated for a sociocultural definition of risk that more expansively accounts 
for communication “from any source to any recipient” (p. 7) and broader consider-
ations of risk understanding and acceptability (p. 6). In her call for a rhetorical model 
of risk communication, Katherine E. Rowan (1994) pointed the way for technical 
and professional communicators to consider the challenges of persuasion and par-
ticipation, including around the cultivation of credibility (p. 403).

Extending the social turn of risk communication, TPC scholars and rhetori-
cians have further conceptualized risk as rhetorically and socially constructed and 
risk communication as necessitating the fuller involvement of those affected by risk 
management decisions. A number of such scholars, some of whom also identify as 
rhetoricians of science, technology, and medicine, have focused on risk communi-
cation in case studies of specific, time-bound risk crises and controversies (Reamer, 
2015, p. 350; see also Jensen, 2015), while others have sought to expand this purview 
to longitudinal studies of changing risk communication strategies (Reamer, 2015) 
or to public-relations-oriented risk communication by researchers (Giles, 2010).

Some studies of specific crises have offered retroactive analysis of internal 
communication failures leading up to a particular crisis (e.g., Dombrowski, 1991; 
Herndl et al., 1991; Winsor, 1988). Because of its focus, this work overlaps with 
the area of emergency management and crisis communication. Other studies have 
examined TPC involved in the more public engagement of risk around environ-
mental, health, or other controversies, focusing on the social-rhetorical dimen-
sions of the communication between experts and publics or area communities, 
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and pointing to ways to improve the communication processes, texts, and spaces 
involved (Katz & Miller, 1996; Nagelhout et al., 2009; Stratman et al., 1995). 
As Ed Nagelhout and colleagues (2009) noted, TPC scholars have increasing-
ly argued “that decisions about risk should be the shared responsibility of all 
stakeholders” (p. 229). In his discussions of environmental communication efforts 
about sustainable development in the Great Lakes ecosystem, Craig Waddell 
(1995) called for a multi-directional “social constructionist model” in which “all 
participants also communicate, appeal to, and engage values, beliefs, and emo-
tions” in making policy decisions (p. 207; see also Katz & Miller, 1996).

Jeffrey T. Grabill and W. Michele Simmons (1998) went further, critiquing the 
limitations of “negotiated” approaches that have responded to the technocratic 
limiting of public input, arguing that they idealize public participation without 
addressing challenges to shared decision-making, including asymmetrical power 
relations and a limited conception of stakeholders (p. 430). They called their alter-
native model a “critical rhetoric of risk communication,” arguing for the public’s 
involvement from the beginning of risk definition and assessment and thereby col-
lapsing the distinction between risk assessment/analysis and risk communication 
(p. 417). Simmons (2007) extended this work in her case analyses of environmental 
policymaking, arguing that risk management institutions typically separate public 
participation from actual policy formation. Reminding us that citizens also have 
expertise, Simmons advocated for more fully participatory processes distinguished 
by shared decision-making (rather than, say, “strategic or “pseudoparticipatory” ap-
proaches that are still expert-driven) by offering flexible heuristics for assessing citi-
zen roles and identifying “spaces and moments” for impactful contributions (p. 133).

Discussions of more participatory models of risk communication also have 
suggested more expansive roles for technical and professional communicators. 
Departing from Barbara Mirel (1994), Grabill and Simmons (1998) argued that 
such communicators should do more than disseminate or mediate risk assess-
ment, but rather are “uniquely qualified” to participate in risk assessment and re-
lated communication and policymaking, through the construction of user knowl-
edge (e.g., usability research), and through the facilitation of public involvement 
and action (pp. 434-435). Although technical communicators might face chal-
lenges in facilitating stakeholder input (see Youngblood, 2012), Grabill and Sim-
mons called on technical communicators to be symbolic analysts and user/public 
advocates who move “between ranges and varieties of experts and nonexperts” (p. 
434.). Simmons (2007) added that technical communication specialists can help 
citizens and citizen groups build technical capacity for information sharing and 
policymaking involvement, including in both institutional and extra-institutional 
contexts. Huiling Ding (2009) later critiqued some more participatory models 
and roles as overly idealistic and Western-centric, noting that they assume “that 
technical communicators play key roles in risk communication processes” (p. 331) 
and that they overlook “larger power issues such as national/regional protection-
ism, corporate interests, and systematic governmental censorship” (p. 332).
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In addition to more social and rhetorical models of risk communication, tech-
nical and professional communicators have turned to its cultural, material, and po-
litical dimensions. Some have examined these dimensions in specific workplace 
contexts fraught with risk. Beverly Sauer’s (2002) work on risk communication 
in hazardous mining environments is noteworthy for its nuanced, contextualized 
analysis of how miners manage the “dynamic uncertainty” of their environments 
and the multiple levels and types of institutional and cultural knowledges at play. 
In discussing ways to improve technical risk communication in such contexts, in-
cluding for visual representations and embodied forms of training, Sauer resisted 
an easy separation between risk analysis, risk communication, and user uptake and 
negotiation. In another study of safety communication, in this case for Latino con-
struction workers, Carlos Evia and Ashley Patriarca (2012) argued that additional 
considerations of language and other differences among stakeholders are needed to 
develop more responsively designed and culturally attuned forms of communication.

Other scholars have examined cultural and material dimensions of stakehold-
er-driven risk assessment and decision-making in medical/health communication 
contexts, aiming to empower patients, health consumers, and health publics. 
For example, Candice Welhausen (2017) examined consumers’ localized, “do-
it-yourself ” (DIY) risk assessment through disease-tracking apps such as “Flu 
Near You.” Lora (Arduser) Anderson (2017) similarly studied how people with 
diabetes re-articulate and manage information about their risk factors through, 
among other mechanisms, patient-produced communication and online patient 
networks. Kelly Pender (2018) extended this focus on patient-generated, materi-
ally enacted risk assessment by examining the various embodied and technolog-
ical practices through which women enact BRCA+ risk, arguing that such risk 
“should be understood as something that women do” (p. 73). Heidi Y. Lawrence 
(2020) examined the material exigencies of vaccines to locate alternative dis-
courses and deliberative spaces for responding to vaccine skepticism based on 
more nuanced research about how practitioners, parents, and local communities 
perceive and experience uncertainties as risks but also as “benefits, questions, or 
other preoccupations regarding the best way to retain personal health” (p. 103). 
In his rhetorical-cultural analysis of HIV testing rhetorics and contexts, J. Blake 
Scott (2003) critiqued identity-based risk communication focused on risky peo-
ple rather than practices, also advocating for alternative communication that en-
ables people to make nonnormative identifications with risk and vulnerability (p. 
116) based on interdependent “needs, concerns, and contexts” (p. 232).

Some TPC scholars have further foregrounded a social justice approach to 
documentation and technology design and use for health-related contexts fraught 
with risks. In separate studies, Godwin Agboka (2013) and Lucía Durá and col-
leagues (2019) dimensionalized participatory approaches to creating health-related 
documentation to more fully account for communities’ localized uses and “socio-
cultural, economic, linguistic, and legal needs” (Agboka, 2013, p. 44); this echoed 
Sauer’s (1996) imploration for technical and professional communicators to more 
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thoroughly investigate stakeholders’ local experiences and broader political, scien-
tific, and historical dimensions of their cultural knowledges (p. 326). In other stud-
ies, Kristen R. Moore and colleagues (2018) and Maria Novotny and Les Hutchin-
son (2019) called for TPC specialists to help users repurpose technologies to enable 
practices of racial justice and women’s reproductive empowerment, respectively.

TPC scholars have increasingly called for cultural-political approaches to 
communication design that respond to environmental risks, too. Donnie Sack-
ey (2020) argued for employing value sensitive design based on environmental 
justice principles as a means of empowering wearable users. Lynda Olman and 
Danielle DeVasto (2020) proposed an adaptation of environmental risk visual-
ization to better address hybrid and collective risks for the anthropocene. Aydé 
Enríquez-Loya and Kendall Léon (2020) offered a “cultural rhetorics approach 
to environmental justice” through “facilitatory writing” that similarly “engages . . 
. a constellated terrain of participants and actions” in response to environmental 
risks associated with “natural” disasters (p. 457).

In another expansion of risk communication’s purview, technical and profes-
sional communicators also have turned our attention from specific cultural sites 
and their material and political considerations to transnational and transcultural 
dimensions and movements. Ding (2014) analyzed what she describes as trans-
cultural, extra-institutional, and unauthorized forms of risk communication (e.g., 
personal narratives, proclamations) around the emerging SARS epidemic in Chi-
na and North America; these forms, and the “guerilla” and alternative media in 
which they circulated, enabled professionals, citizen groups, and other members 
of transnational publics “to send out risk messages even when professional codes 
or official orders forbid such communication” (Ding, 2009, p. 344). Erin A. Clark 
Frost (2013) analyzed the risk communication after the Deepwater Horizon di-
saster, examining the mostly digital work by “complex transcultural networks” of 
various levels (from local to international) that challenge dominant narratives 
and understandings. As these studies demonstrate, technical and professional 
communication scholars have expanded the field’s traditional focus of risk com-
munication tensions between risk officials and publics to include intercultural 
communication among publics and stakeholders.

The progression of risk communication in technical and professional commu-
nication has paralleled broader developments both in the larger interdisciplinary 
area of risk communication and in technical and professional communication 
studies. Just as the multidisciplinary field of risk communication has shifted from 
the transmittal of narrow, technical analyses and assessments of risk to psycho-
logical, social, and broader cultural considerations and models, approaches to 
TPC about risks have expanded to better account for sociocultural (including 
embodied, material, and political) contexts of risk meaning-making and experi-
ence. Our field has also increasingly developed approaches to risk documentation 
and design that empower users’ consequential participation and redress inequita-
ble harms. Just as TPC has recognized the expanded roles and contributions of 
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technical communicators as authors (Slack et al., 1993), scholars of technical risk 
communication have expanded our considerations of technical and professional 
communicators as co-shaping risks and their meanings by learning from, engag-
ing, and facilitating the empowerment of risk stakeholders.
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